396 IEEE TRANSACTIONS ON MICROWAVE THEORY AND TECHNIQUES, VOL. MTT-35, NO. 4, APRIL 1987
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Abstract — A nonlinear circuit model of the GaAs MESFET is devel-
oped by extracting circuit parameters from dc and small-signal RF mea-
surements in a systematic manner. The circuit model is then analyzed by
an efficient algorithm called the modified multiple-reflection method. For
the first time, this method is applied to MESFET circuit analysis. Com-
pared with the original multiple-reflection method, the modified multiple-
reflection method shows a dramatic increase in convergence speed. The
validity of the nonlinear MESFET model is confirmed by comparing the
simulation results with experimental data.

I. INTRODUCTION

UE TO THE excellent power performance of the

‘GaAs MESFET, a wide range of power applications of
GaAs MESFET’s have been seen. The applications of the
GaAs MESFET such as those in power amplifiers, oscilla-
tors, and mixers are growing rapidly.

Despite the demand for GaAs MESFET’s as power
devices, the large-signal design techniques for these circuits
are in general still relatively primitive. A good large-signal
model of the GaAs MESFET can aid the design of nonlin-
ear MESFET circuits tremendously. Several research ef-
forts have tried to develop numerical models of the GaAs
MESFET [1]-]3]. These models use numerical techniques
such as a finite-element method to solve the nonlinear
differential equations that govern the physical properties
of the device. These numerical models are valuable in
understanding the device operation and can be used to aid
the design of the MESFET itself. However, they are im-
practical for circuit-level design purposes due to the inten-
sive computations required. Madjar and Rosenbaum [4],
Shur [5], and Chua and Sing [6] developed approximate
analytical models for the GaAs MESFET. With the excep-
tion of Madjar and Rosenbaum’s model, none of these
analytical models have shown validity in large-signal cir-
cuit design. Tajima et al. [7], [8] and Materka and Kacpr-
zak [9] used a quasi-static approach to develop their circuit
models. In this approach, the voltage dependencies of the
nonlinear circuit elements at RF frequency are assumed to
be the same as in the dc condition. They used the dc
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current—voltage characteristics and S-parameters versus
bias voltage characteristics of the MESFET to establish the
voltage dependencies of the nonlinear elements. Their re-
sults showed that this approach is accurate at least up to
18 GHz. In the present work, the circuit model employed
in [9] is modified somewhat to better represent the device’s
behavior. A systematic, yet simple, technique of identify-
ing the circuit elements and circuit parameter values is
adopted.

The circuit model thus developed needs to be analyzed
by a nonlinear circuit analysis routine. Frequently used
nonlinear circuit analysis methods can be divided into two
classes: time-domain analysis and hybrid analysis that
iterates between the frequency and time domains. The
time-domain approach includes the direct integration
method and the shooting method. The direct integration
method, such as the one used in SPICE, is a brute-force
method and often requires excessive computation time
when the transient time of the circuit under analysis is
long. To avoid transient analysis, Colon and Trick [10] and
Skelboe [11] proposed the shooting method, which yields
the steady-state solution of the nonlinear circuit in the
time domain. In the shooting method, the periodic solution
X(r) is sought to meet the two-point boundary condition
X(0) = X(T'), where T is the period of the signal. The long
transient response is avoided by updating X(0) at the
beginning of each iteration with an algorithm such as [10].

X4+1(0) = X*(0) - [ X%(0) — X*(1)]/
[1-ax*(1)/0x0)] (1)

where k indicates the iteration number. However, even
with the shooting method, the computation time for the
time-domain approach is long in general.

In the hybrid analysis approach, the circuit under analy-
sis is decomposed into a nonlinear subcircuit and a linear
subcircuit. The linear subcircuit is described by the linear
equations in the frequency domain, and the nonlinear
network is described by the nonlinear differential equa-
tions in the time domain. The goal is to find the steady-state
solution of the voltages and /or currents at the nonlinear
subcircuit /linear subcircuit interconnections, so that both
sets of equations are satisfied simultaneously. The most
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often used hybrid analysis method is the harmonic balance
method [12], [13]. In this algorithm, the voltages and/or
currents at interconnections are optimized using numerical
techniques such as the Newton-Raphson algorithm. The
harmonic balance method can be quite efficient. However,
the success of this approach often depends on good initial
guess values. If the initial guess is poor, the solution might
converge to local minimums or not converge at all.

Kerr [14] proposed a different kind of hybrid technique,
which is called the multiple-reflection method. This method
requires no initial guess. However, convergence is rela-
tively slow. In the present work, the multiple-reflection
technique is improved by incorporating a voltage update
scheme [15] to accelerate the convergence. This modified
multiple-reflection method is found to be more efficient
than the original.

II. GaAs MESFET MODELING

The large-signal equivalent circuit shown in Fig. 1 is
evolved from the conventional small-signal equivalent cir-
cuit. The parasitic inductances L,, L,, and L, and the
parasitic resistances R, R,, and R, do not exhibit strong
bias dependency. These circuit elements are considered as
linear elements. R, is the charging resistance of the gate-
to-source capacitance C,,. Even though it has been re-
ported that R, exhibits a bias-dependent value [16], it is
assumed to be a linear element in this work since its value
is usually small. In our circuit model, C,, consists of the
drain and source electrodes’ capacitance and the Gunn
domain capacitance. For small V,, its value is expected to
be small and is due only to the drain and source elec-
trodes’ capacitance. After saturation, its value increases
due to the formation of the Gunn domain dipole layer. For
simplicity, a constant value of C, is assumed in the
saturation region in the present model.

The values of the parasitic resistances and inductances
are determined by the self-consistent characterization tech-
nique [17]. The values of R, and C,, are optimized by the
S-parameters at an arbitrarily chosen bias point in the
saturation region.

The nonlinear circuit elements comprise I, (channel
current), I, (drain-to-gate breakdown current), I, (for-
ward-gate-bias current), C,; (gate-to-source capacitance),
and C,, (gate-to-drain capacitance). The values of these
nonlinear elements are determined by the quasi-static ap-
proach.

The nonlinear expressions for I, and I, are de-
termined by the dc drain current versus the drain and gate
voltage dc curves. Fig. 2 shows the measured -V curves
of a Hughes MESFET which has 0.6-pm gate length and a
1-mm gate width. The total drain current is equal to the
sum of the channel current and the breakdown current.
The negative differential resistance observed at high gate
voltage after saturation is often observed for short-gate
GaAs MESFET’s. The empirical expression for I, pro-
posed by Materka and Kacprzak [9] is modified in incor-
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porate this negative resistance phenomenon
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where V, =V, +r-V,. The fitting parameters I, ¢, g,
Vo 1, V,, and V,,, are optimized to fit the measured IV
curves. ¥V, and V, are as defined in Fig. 1. The parameter 7
in (2) is the propagation delay time. The value of 7 is
assumed constant. This constant value of T can be con-
veniently obtained by means of the small-signal equivalent
circuit of the MESFET in Super-Compact [18], which has
a time delay option. In this equivalent circuit, 7 is opti-
mized to fit measured S,; values at a normally biased
condition (e.g., Vgg=—2 V, Vps=7 V for the Hughes
MESFET). Greater accuracy is achieved by fitting S,;
instead of all the S-parameters, since = mainly affects the
phase of S,;.
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Fig. 4. I-V curve of Hughes MESFET modeled by the expression
of [9].

Tajima and Miller [8] reported an empirical model for
I,,. Curtice and Ettenberg [13] used pulsed measurement
of drain—gate avalanche current to find the parameters of
Tajima and Miller’s breakdown current model. For sim-
plicity, the breakdown current is modeled as

Ibr=Isr'exp(B.Vdg) (3)

where V,, is defined in Fig. 1. [, and B can be roughly
estimated from the device’s IV curves at the high drain
voltage and low gate voltage region as shown in Fig. 2.
Using these two empirical expressions, the simulated 7-7
curves for the Hughes MESFET are shown in Fig. 3. For
comparison, the original expression of [9] is also used to
model the 7V characteristics with the result shown in Fig.
4. In Section IV, it will be shown that neglecting the
negative resistance phenomenon in RF large-signal simula-
tion will tend to overestimate the output power in the
saturation region of the device’s power saturation curve.
The forward-gate-bias current is represented by

I =1, exp(a-V,). @)

The values of I,, and a can be extracted by plotting gate
current versus gate voltage with drain open.

The gate-to-source capacitance C,, consists of two com-
ponents:

Cgs = Csp + Css (5)
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where C,, is the capacitance due to the gate and source
contact metallization and C,, is the gate-to-source deple-
tion capacitance. Similarly, C,,, the gate-to-drain capaci-
tance, is expressed as

ng = Cdp + Cdd

(6)

where C,, is the capacitance due to gate and drain contact
metallization and C,, is the gate-to-drain depletion capaci-
tance. C,, and C,, together contribute to the total gate
depletion capacitance. C,, and C,, can be conveniently
calculated from the closed-form formula for coupled mi-
crostrip lines [19]. C,, has been observed to be both gate
voltage and drain voltage dependent {13] [16]. Since the
drain-voltage dependency is relatively small, C,, is as-
sumed to be gate voltage dependent only, and is rep-
resented by the Schottky diode depletion capacitance ex-
pression. The total gate-to-source capacitance C, is

1/2
Cgs = Cso/(l - V:g/Vb) + Csp' (7)

The gate-to-drain capacitance C,; decreases rapidly as
V, increases in the linear region of /- curves. After
saturation, the shape of the depletion region at the drain
side does not change much as the drain voltage increases,
and the C,, becomes small. In this model, C,, is assumed
to decrease linearly to zero at the saturation voltage V.
The total gate-to-drain capacitance C,, is modeled as

ng = Cgo/(1 - Vg/Vb)1/2 : (1 - Vd/Vsat) + Cdp
for V,<V,

sat

=c, for V2V, (8)

sat*
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The voltage dependency of C,, is shown in Fig. 5. C;, of
(7) and C,, of (8) can be optimized by means of the
device’s equivalent circuit (Fig. 6) and measured S-param-
eters at the zero-biased condition (V4= 0, V¢ =0).

It has been reported [13] that C,; and C,, can be
assumed to have constant values in calculating the RF
power saturation characteristic. Our simulation of a de-
vice’s RF saturation curve (Fig. 7) shows that this is true in
general. However, in the saturation region, the deviation
becomes larger, and it is more appropriate to use variable
C,, and C,,.

1I1.

When the multiple-reflection method is wused for
MESFET analysis [20], [21], two ideal transmission lines
are assumed to exist between the intrinsic MESFET circuit
and the input-output embedding networks, as shown in
Fig. 8. The parasitic resistances and inductances at the
drain and gate sides are absorbed into the embedding
circuit. The transmission lines have lengths equal to large
integer multiples of the fundamental wavelength. Because
of the above assumptions, the intrinsic MESFET circuit
and the matching circuit can be analyzed iteratively and
the insertion of these two transmission lines does not
affect the steady-state solution. The choices of the char-
acteristic impedances of the transmission lines affect the
convergence speed. Mass discussed the criteria of chosing
these characteristic impedances [21]. In general, the char-
acteristic impedances should be chosen to match the input
and output termination impedances, so that minimum
reflection occurs. The multiple-reflection algorithm is il-
lustrated in Fig. 9. At the first iteration, the initial incident
wave V() due to the input RF voltage source and gate
bias voltage and the V},(¢) due to the drain bias voltage
are calculated. The superscript indicates iteration number.
These voltage waves travel the length of the transmission
lines and are applied to the intrinsic MESFET circuit.
Then, the intrinsic MESFET circuit is analyzed in the time
domain. After the MESFET circuit reaches steady state,
the voltage waves reflected from the MESFET circuit are
calculated. The reflected waves at input and output can be

LARGE-SIGNAL ANALYSIS
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represented by Fourier series summation:
[ee]
Vir(e) = T Vi(no)er
n=0
Vi) = X Vi(nw)e™,  n=0,1,2,---. (9)
n=20

Let the operators of calculation V(nw) and V& (nw) be
F,{} and F;{}, respectively; then

Vik(nw) = F{Vi¥(2), V(1))

k

Vi(nw) = FL{Vi(2), V£ (1)) (10)
where k indicates the iteration number. These reflected
waves travel back to the input/output matching circuits
and are reflected again. The new incident waves are now

equal to these reflected waves plus the initial incident
waves

Vi(t) =V ()+ X Vi(ne)L(ne)e

n=1

o0
V() =VL()+ X Vi(ne)Tp(ne)e  (11)

n=1
where I'(nw) and T, (nw) are the reflection coefficients at
the interfaces of the transmission lines and the input/out-
put matching networks, respectively. The iteration con-
tinues until the solution converges to a steady-state value.
Unlike the harmonic balance method, the multiple-reflec-
tion method does not need an initial guess. Also, it does
not use a numerical optimization scheme. The starting
values of iteration are just the first incident waves calcu-
lated. The iteration scheme preserved the physical nature

of wave traveling and reflection.

Hicks and Khan [15] proposed a voltage-update al-
gorithm to analyze a Schottky-diode circuit. This voltage- -
update scheme can be incorporated into the multiple-
reflection method to accelerate the convergence. In this
modified multiple-reflection method, the reflected voltage
waves are calculated as

Vi(mw) =V (me)+ P,(F (VK1) V(1))
~ViE (me))
Vi (me) =VE (me)+ P, (F{VH1), VE(1)}
—Vfr_l(mw)),
0<P, <1,m=0,1,2, (12)

where F,{} and F,{} are the same operations as defined
in (11).

The values of P, affect the speed of convergence. The
optimum values of P,, depend upon the FET’s nonlinear-
ity. Typically, the optimum P,, values are found to be 0.5.
The standard multiple-reflection method results with P, =
1. Convergence is checked by comparing the rms dif-
ference of the reflected waves in the time domain of two
consecutive iterations. The steady-state solution is consid-
ered to be reached when the rms differences at both input
and output are less than some specified tolerance values.
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In the simulations of Section IV, a relative tolerance of 0.5
percent is used. To save computation time, when using the
modified multiple-reflection method, the previous solution
can be used as the initial guess if the operating condition is
changed by a small amount. However, it is not necessary
to do so to ensure convergence in this method.

IV. LARGE-SIGNAL SIMULATIONS

To check the validity of the modified multiple-reflection
method, the MESFET amplifier simulation in [9] is re-
peated using the modified multiple-reflection method. The
device is simulated in the amplifier configuration shown in
Fig. 10. The results of [9], which are obtained by the
harmonic balance method, are compared to the results
obtained by the present method in Fig. 11. By means of
the modified multiple-reflection method, the solution to
this particular simulation usually converges within five
iterations. When the original multiple-reflection method is
used, the solutions converge only after- 18 iterations.

A Hughes MESFET with 0.6-um gate length and a
1-mm gate width is modeled in this work. With the tech-
niques stated earlier, the circuit parameters are obtained
and are listed in Table I. This MESFET is also simulated
in an amplifier configuration. Curtice and Ettenberg [13]
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TABLE I
MODEL PARAMETERS FOR HUGHES MESFET

Rg 750 |Cys 40T lgy 279 [l .13mA

Ry 802 |Cgy O79%fla 256 [p .231

Rg 1142 |Cgy .48pf |Vp, -528v[lgy 1.05pA

Ry 652 cgo 48pf ly -227 | 34
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Fig. 12. Output power versus input power curve of Hughes MESFET
amplifier V=7V, Vgg==2.03V, f=15GHz, Z3;=50 Q, Z,; =
114+8.5;.

have stressed the importance of including the harmonic
termination impedances in large-signal simulation. In this
calculation, the fundamental and second harmonic are
taken into account. The input is simulated with a 50-Q
termination and the output has an 11+8.5; termination
impedance at the 15-GHz fundamental frequency. The
second harmonic termination impedances for this calcula-
tion assume lumped-element matching. Both the expres-
sion of [9] and our expression, which includes a negative
resistance term for channel current, — I ,, are used for
calculating the amplifier power saturation curve. The input
power P and the output power P, are defined in Fig.
10. The results are compared with the measured data in
Fig. 12. Even though both curves predict higher power
output than the measured curve, the discrepancy becomes
smaller in the saturation region for our representation,
which includes the negative resistance term. The lower
measured power can partially contribute to the power loss
in the input tuner used in the power measurement. The
method here takes an average of seven iterations to con-
verge, whereas the original multiple-reflection method does
not converge even after 50 iterations.

The multiple-reflection method works well when the
termination impedances are matched, as in the first simu-
lation. When the termination impedances are not matched
to the MESFET, as in the second case, where the input has
a 50-Q termination, the multiple-reflection method runs
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into a convergence problem. The modified multiple-reflec-
tion method shows good convergence speed in both cases.

V. CONCLUSIONS

The modified multiple-reflection method is shown to. be
an efficient nonlinear circuit simulation algorithm. It is
applied successfully to the large-signal MESFET circuit
analysis. A useful computer-aided design tool can be de-
veloped by automating the procedures of extracting
MESFET circuit model elements, and linking the result
with the present nonlinear circuit analysis algorithm and a
linear circuit simulation program such as Super-Compact.
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